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Glucocorticoids reset circadian clock in choroid plexus via period genes
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Abstract

The epithelial cells of choroid plexus (CP) in brain ventricles produce cerebrospinal fluid and act as the blood-cerebrospinal fluid barrier. In this study, we confirmed that CP in the 4th ventricle is composed of cellular oscillators that all harbor glucocorticoid receptors and are mutually synchronized to produce a robust clock gene expression rhythm detectable at the tissue level in vivo and in vitro. Animals lacking glucocorticoids (GCs) due to surgical removal of adrenal glands had Per1, Per2, Nr1d1 and Bmal1 clock gene rhythmicity in their CP significantly dampened, whereas subjecting them to daily bouts of synthetic GC analog, dexamethasone (DEX), reinforced those rhythms. We verified these in vivo effects using an in vitro model of organotypic CP explants; depending on the time of its application, DEX significantly increased the amplitude and efficiently reset the phase of the CP clock. The results are the first description of a PRC for a non-neuronal clock in the brain, demonstrating that CP clock shares some properties with the non-neuronal clocks elsewhere in the body. Finally, we found that DEX exhibited multiple synergic effects on the CP clock, including acute activation of Per1 expression and change of PER2 protein turnover rate. The DEX-induced shifts of the CP clock were partially mediated via PKA-ERK1/2 pathway. The results provide the first evidence that the GC rhythm strengthens and entrains the clock in the CP helping thus fine-tune the brain environment according to time of day.
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Introduction

The choroid plexus (CP), a secretory epithelium located in all four ventricles of the mammalian brain, produces cerebrospinal fluid (CSF) by filtration of blood from fenestrated capillaries. The CP also acts as the so-called blood-cerebrospinal fluid barrier, forms an enzymatic barrier and secretes biologically active substances, thus playing an overlooked role in brain signaling (reviewed in Wolburg & Paulus 2010). Changes in the production of CSF and its turnover have been implicated in both aging and several neuropsychiatric disorders (reviewed in Skipor & Thiery 2008). The function of CP and CSF production and turnover were found to be compromised in aged animal models and in patients suffering from neurodegenerative and psychiatric disorders (Silverberg et al. 2003, Wostyn et al. 2011, Chiu et al. 2012). In rats, the CP has also shown changes following chronic stress, a model used to induce depression-like behavior (Sathyanesan et al. 2012).

Importantly, the production and composition of CSF follows a daily rhythm (Nilsson et al. 1992, Harrington et al. 2010). The mechanism of these rhythmic changes is not known but recently, the CP cells were found to harbor a robust circadian clock (Quintela et al. 2015, 2018, Myung
et al. 2018, Yamaguchi et al. 2020). At the cellular level, the circadian clocks operate via transcriptional–translational feedback loop mechanism (TTFL) (Takahashi et al. 2008) which rhythmically drives expression of clock genes (e.g. Per1,2, Cry1,2, Bmal1, Nr1d1) and temporally controls expression of tissue-specific physiologically relevant genes. The clock in the CP is self-autonomous because it can run in absence of any rhythmic input, as demonstrated in organotypic explants from mPer2w mice which maintain bioluminescence rhythms for several days in culture (Myung et al. 2018, Quintela et al. 2018, Yamaguchi et al. 2020). Nevertheless, similar to clocks in other brain regions and elsewhere in the body (Dibner et al. 2010), the CP clock is dependent on signals controlled by the central clock in the suprachiasmatic nuclei (SCN) for proper alignment with environmental cycles. These signals have not been identified. Theoretically, they may involve SCN-controlled neuronal pathways because CP receives autonomic innervation, with the sympathetic nervous system reducing the CSF secretion and the cholinergic system increasing it (Lindvall & Owman 1981), as well as rhythmically varying levels of hormones and other signaling molecules carried by blood and CSF. The aim of our study was to test the hypothesis that glucocorticoids (GCs) play a role in the entrainment of the CP clock because their production in adrenal glands is controlled by the SCN in alignment with the sleep/wake state (Cheifetz 1971). The GCs are strong candidates also because the CP cells contain glucocorticoid receptors (GRs) (Sinclair et al. 2007, Martinho et al. 2012), and GCs synchronize circadian clocks in various cellular models, tissues and organs (reviewed in Spencer et al. 2018) mostly via a direct effect on transcription of clock genes which contain glucocorticoid responsive elements (GREs) in their promoters (Torra et al. 2000, So et al. 2009). To test our hypothesis, we used approaches that addressed (1) the impact of the absence of endogenous GCs on the CP clock in vivo, (2) the ability of GCs to entrain the CP clock in vitro, and (3) the effect of GCs on transcriptional and post-translational processes in the CP clock. Our results are strongly in favor of the proposed hypothesis and suggest the involvement of both the conventional transcriptional regulation via GRE as well as novel signaling pathways connecting the GC signaling with the CP clock.

Materials and methods

Animals

Adult male Wistar rats (Institute of Physiology, the Czech Academy of Sciences) and adult mPer2w mice of both genders (strain B6.129S6-Per2tm17/J, JAX, USA; a colony maintained at the Institute of Physiology, the Czech Academy of Sciences) were housed individually under a 12 h light:12 h darkness cycle (LD12:12); light on at 06:00 h corresponded to Zeitgeber time (ZT) 0, light off at 18:00 h corresponded to ZT12. Food and water provided ad libitum. All experiments were approved by the Animal Care and Use Committee of the Institute of Physiology and were in agreement with the Animal Protection Law of the Czech Republic, as well as the European Community Council directives 86/609/EEC. All efforts were made to lessen the suffering of animals.

In vivo experiments

The rats were subjected to adrenalectomy or sham surgery (the same procedure but without removal of adrenal glands) according to the method described previously (Soták et al. 2016). The adrenalectomized animals had free access to 0.9% NaCl drinking solution. They were either untreated (ADX; n=35) or treated with dexamethasone (intraperitoneal injections; 1 mg/kg b.w.) at ZT12 (18:00 h) for 8 days (ADX+DEX; n=27). The sham-operated rats (SHAM; n=35) were untreated and used as controls. Eight days after surgery, the lights were not switched on and the rats were sacrificed under deep isoflurane anesthesia in constant darkness in 4 h intervals during 24 h (4–5 animals per time point). The brains were frozen on dry ice and kept at −80°C until detection of mRNA levels using in situ hybridization. Time was expressed as circadian time (CT) with time zero corresponding to the previous lights-on. The complete abolishment of endogenous GCs in ADX animals was shown elsewhere (Soták et al. 2016).

For detection of acute responses to DEX, intact rats maintained in 12 h light:12 h darkness cycle were treated with DEX (1 mg/kg b.w., i.p.; n=30) or vehicle (VEH; PBS; n=30) 4 h after lights off (ZT16), that is, when DEX application resulted in significant changes in the CP clock phase (for more details, see ‘Results’ section). Animals were sacrificed by rapid decapitation under deep anesthesia (i.p. injections of sodium thiopental 50 mg/kg b.w.) at 0, 1, 2 and 4 h following the VEH or DEX application (five animals per time point and group). The brains were frozen on dry ice and kept at −80°C until isolation of the 4th ventricle CPs for RT-qPCR assay.

In situ hybridization

Frozen rat brain coronal sections containing the 4th ventricle CP were processed for in situ hybridization as
previously described (Sumová et al. 2003) to determine the expression of Per1 (980 bp, AB002108), Per2 (1512 bp, NM_031678), Nr1d1 (1109 bp, BC062047) and Bmal1 (841 bp, AB012600) in the CP.

**RT-qPCR in laser-dissected CP regions**

Frozen rat brains were sectioned on cryostat into 30-µm coronal sections. CP was separated from the 4th ventricle using a laser microdissector (LM6000, Leica), total RNA was isolated and reverse-transcribed into cDNA as described previously (Houdek & Sumová 2014). The cDNA samples were analyzed by RT-qPCR using 5x HOT FIREPol Probe qPCR mix Plus (Solis Biodyne; Tartu, Estonia) and TaqMan Gene Expression Assays (Life Technologies) spanning exon junctions specific for rat genes Gilz (Rn00580222_m1), Per1 (Rn01325256_m1), Per2 (Rn01427704_m1), Nr1d1 (Rn01460662_m1) and Bmal1 (Rn00577590_m1). The mRNA concentrations were normalized relative to the Beta-2-Microglobulin (Rn00568065_m1) housekeeping gene expression, measured in a duplex reaction. Relative cDNA concentrations were quantified using the Pfaffl ΔΔCt method.

**Immunohistochemistry**

Frozen rat brain sections were processed for immunohistochemistry with rabbit GR polyclonal primary IgG antibody with epitope mapping at the N-terminus of GR α (M-20, CAT#:sc-1004, RRID:AB_2155786, Santa Cruz Biotechnology) as described elsewhere (Sumová et al. 2002). Final antibody concentration used was 1:100. Pictures were taken using Leica SP8 WLL MP laser scanning confocal microscope.

**Organotypic explants and bioluminescence recordings**

mPer2LUC mice were sacrificed between 12:00 and 15:00 h and brains were sectioned into 300-µm coronal sections using vibratome (Leica). CP explants were dissected from the 4th ventricle and immediately placed onto Millicell Culture Inserts (Merck) inside 35-mm petri dishes containing 1 mL of air-buffered recording media (DMEM supplemented with 100 U/mL penicillin, 100 µg/ml streptomycin, 1% GlutaMAX (all Thermo Fisher), 2% B27 supplement (Thermo Fisher) and 0.1 mM d-luciferin (Biosynth, Staad, Switzerland). The bioluminescence traces were recorded in Lumicycle (Actimetrics, Wilmette, IL, USA) and analyzed using LumiCycle Analysis software (Actimetrics). The data were baseline-subtracted using the 24-h running average and fitted with a damped sine wave to calculate the period, amplitude and phase.

**In vitro response to dexamethasone application**

The organotypic explants of the 4th ventricle CP were cultured in fresh recording media. During the 4th day they were exposed to a treatment procedure (either 1 µL of 100 µM DEX per 1 mL of media or 1 µL of the corresponding vehicle: 0.001% ethanol in ddH2O) at different times relative to the phase of bioluminescence rhythm. A separate set of explants treated with DEX were pretreated with 1 µL of selected inhibitors (mifepristone (MIF): 1 mM, n = 24, Chelerythrine (Chel): 10 mM, n = 17, H89: 10 mM, n = 13, U0126: 25 mM, n = 17) or VEH (ethanol for MIF, n = 23, water for Chel, n = 54 and H89, n = 32, DMSO for U0126, n = 15). For repeated treatments, the explants were washed with 37°C PBS (two times, 5 min), synchronized using serum shock (2 h in 50% horse serum, 37°C), washed again and placed in fresh media. Relative amplitudes and periods were calculated as ratios of the amplitude and period values detected after the treatment and prior to the treatment. The phase shifts were quantified by fitting a sine curve to at least three full circadian cycles of a 24-h running average baseline-subtracted rhythm and then extrapolating beyond the time of treatment. The calculated phase shift was designated as a phase advance (+) or a delay (−). The phase–response curves (PRCs) were constructed by plotting the calculated phase shift as a function of treatment time normalized to the endogenous period in vitro and expressed relative to the trough (time 0) or peak (time 12) of the rhythm. The effects of inhibitor or VEH pretreatment before DEX on the phase were plotted as PRCs.

**PER2LUC degradation assay**

The 4th ventricle CP explants were synchronized using serum shock (see previously), cultured in fresh recording media in Lumicycle until the first peak in PER2-driven bioluminescence was reached. Cycloheximide (Sigma Aldrich) (CHX, 40 µg/mL), an inhibitor of translation, was added either alone (CHX; n = 10) or in combination with 1 µL of 100 µM DEX (CHX+DEX; n = 10) and the bioluminescence was recorded for at least 8 h. One-phase exponential decay curves were fitted. Afterwards, the explants were washed, placed into fresh media and immediately recorded in Lumicycle. The rate of PER2 accumulation was expressed as the time between the wash...
and the first peak in the bioluminescence of individual explants.

**Statistical analysis**

Daily profiles of normalized clock gene expression were analyzed for rhythmic expression by fitting two alternative regression models: horizontal straight line (null hypothesis) or cosine curve defined by the equation 

\[ Y = \text{mesor} + (\text{amplitude} \times \cos(2 \times \pi \times (X - \text{acrophase})/\text{wavelength})) \]

with a constant wavelength of 24 h (alternative hypothesis). \( P \) values, \( R^2 \) (goodness of fit), amplitudes and acrophases were determined. Amplitudes calculated by cosinor analysis were compared between groups by one-way ANOVA with Sidak’s post hoc test. Fold changes in gene expression detected after acute DEX injection in vivo based on VEH controls were analyzed using two-way ANOVA. The relative periods and amplitudes of organotypic explants were compared by unpaired t-test; the periods before and after treatment were evaluated by paired t-test. The PRCs were binned into 3 h intervals, and compared using two-way ANOVA (effect of group) with the post hoc analysis of Sidak’s multiple comparison method. The effect of inhibitor vs VEH pretreatment to DEX application was tested using F-test comparing linear regression curves fitted to the phase responses. For \( P < 0.05 \) a single curve, and for \( P > 0.05 \) two separate curves were plotted. The half-life and rate constant (K) of one-phase exponential decay curves of PER2 degradation in organotypic explants and the accumulation times were compared using an unpaired t-test.

All statistics were performed using GraphPad Prism 7 software (GraphPad).

**Results**

**Endogenous GCs are required for robustness of the circadian clock in CP in vivo**

We first confirmed the presence of GRs in the cytoplasm of all cells of rat CP by immunohistochemistry (Fig. 1A). Then, we tested the impact of endogenous GCs absence on the clocks in the rat CP. The animals were either sham-operated (SHAM) or exposed to surgical ablation of adrenal glands (ADX). Daily expression profiles of Per1, Per2, Nr1d1 and Bmal1 in the CP were assessed using in situ hybridization (representative autoradiographs shown in Fig. 1B). Daily clock gene expression profiles (Fig. 1C) in the SHAM group exhibited robust circadian rhythms with mutual phases as expected according to the TTFL model, that is, Bmal1 and Nr1d1 acrophases in antiphase, and the Per1 acrophase delayed to Nr1d1 and advanced to Per2 (Table 1 – cosinor rhythms acrophases). The ADX completely abolished the rhythm in Per1 expression and significantly reduced
robustness of the circadian rhythms in expression of Per2, Nr1d1 and Bmal1 (Table 1 – cosinor rhythms amplitudes; for statistics, see also Fig. 1D – SHAM vs ADX). Daily injections of ADX animals with DEX (1 mg per kg, i.p. before lights-off) for 8 days preceding collection of samples (ADX+DEX) strengthened circadian rhythmicity via increasing the amplitudes of rhythms in expression of Per2, Nr1d1, and Bmal1 (Table 1 – cosinor rhythms amplitudes; for statistics, see Fig. 1D – ADX vs ADX+DEX). Although cosinor analysis did not confirm rhythm in Per1 expression in ADX+DEX group (Table 1), there was an apparent significant elevation in Per1 mRNA levels at the time corresponding to the DEX treatment (between circadian time 8 and 12) (one-way ANOVA; P=0.0004, multiple comparisons; P=0.0001) suggesting an acute response of the gene to the DEX administration. The phases of the DEX-reinforced Per2, Nr1d1 and Bmal1 expression rhythms (Table 1 – cosinor rhythms acrophases) were shifted compared to those in controls and, importantly, they corresponded to the TTFL model (Nr1d1 preceding Per2 and being in antiphase to Bmal1). Therefore, the ADX suppressed, and the daily DEX injections reinforced, the CP clock in vivo.

**DEX resets the CP clock in vitro**

Next, we tested the effect of DEX directly on parameters of the CP clock in real-time in vitro using organotypic 4th ventricle CP explants of *mPer2*+/-mice that exhibited circadian rhythm in PER2-driven bioluminescence (Fig. 2) with the period of 26.39 ± 0.05 h (mean ± s.e.m.; n = 268). On the 5th day in culture, the explants were treated with vehicle (VEH; 0.001% ethanol in ddH2O; n = 103) or DEX (100 nM; n = 248) and the bioluminescence was recorded for 4 more days (Fig. 2A). The effect of these treatments on amplitudes and periods of the rhythms was assessed using ratios of these parameters before and after each treatment (relative amplitude/period changes in Fig. 2B and C). Compared to VEH, the treatment with DEX significantly increased amplitudes of the rhythms (relative amplitudes: VEH 0.6438 ± 0.0156 vs DEX 1.230 ± 0.0368; P < 0.0001) (Fig. 2A and B). None of these treatments systematically changed periods of the rhythms, and the relative period changes produced by VEH (0.9879 ± 0.0038) and DEX (0.9863 ± 0.0024) treatments did not statistically differ (P=0.7065) (Fig. 2C). Most importantly, the VEH and DEX treatments significantly differed in their effects on phases of these rhythms, whose magnitudes and directions were highly dependent on timing of these treatments. In order to compare between the effects of both treatments, we constructed full phase–response curves (PRCs) (Fig. 2D) by application of VEH or DEX at various time points and plotting the magnitudes and directions of resulting phase shifts as a function of the treatment time expressed relatively to the peak of PER2-driven bioluminescence rhythm (assigned as time 12). VEH treatments sporadically induced only relatively very small phase shifts of the PER2-driven bioluminescence rhythm. In contrast, the DEX treatments produced a typical type 0 PRC (Johnson 1992) with no dead zone and the largest phase shifts up to 12 h around the transition point matching the peak of the PER2-driven bioluminescence (time 12). Statistical comparison of the PRCs binned into 3 h intervals confirmed significant differences between the effects of VEH and DEX (two-way ANOVA; P < 0.0001) (Fig. 2E).
Finally, we addressed the specificity of the treatment effect on the CP clock via testing whether a blockade of GRs will prevent the DEX-induced phase shifts. We applied GR antagonist mifepristone (MIF; 1 µM) before each of the DEX treatments to construct the PRC (Fig. 2F). MIF treatment antagonist completely blocked the effect of DEX on the CP clock so that no shifts were induced throughout the circadian cycle. Treatment of explants with MIF alone had no effect on the phase of the CP clock (Fig. 2G). The data clearly confirmed that the CP clock can be reset by DEX in vitro via GR-dependent pathway.

**DEX acutely induces expression of Per1 mRNA in CP**

To explore the mechanisms underlying the DEX-mediated resetting of the CP clock, we assessed responses in the expression of GC-responsive gene (Gilz) and selected clock genes (Per1, Per2, Nr1d1, Bmal1, E4bp4) to DEX injections to intact rats in laser dissected samples of the CPs using RT-qPCR (Fig. 3A). The rats were sacrificed before (time 0), and then 1, 2 and 4 h after a single injection of DEX (1 mg per kg, i.p.) or VEH (corresponding volume of PBS). Compared to the VEH treatment, DEX induced
expression of *Gilz*, which rose significantly already within 1 h (P = 0.0173), then further increased being significantly elevated 2 and 4 h after the injection (P < 0.0001 for both). The result confirmed the rapid responsiveness of the CP cells to DEX *in vivo* and thus served us as a proof of protocol validity for the *in vivo* experiments described in Figs 2 and 3A. We found that in the same CP samples, DEX injection resulted in an acute increase in *Per1* expression which was first significant 2 h (P = 0.0305) after the injection and remained elevated after 4 h (P = 0.0221) (Fig. 3A). The expression of none of the other studied clock genes (*Per2, Nr1d1, Bmal1* and *E4bp4*) showed any acute changes due to the DEX administration within the 4 h interval after the treatment (Fig. 3A). The results suggest that DEX-induced acute initiation of *Per1* gene expression may be involved in the mechanisms of the CP clock resetting.

**DEX effect on the CP clock involves CRE-dependent pathways including PKA and MEK/ERK**

PKC and PKA kinases were previously found to participate in GC effects (reviewed in Adcock *et al.* 2002). Therefore, we tested the ability of specific inhibitors targeting components of these signaling cascades to block the DEX-induced phase shifts of the CP clock *in vitro*. We pretreated the organotypic CP explants with either one of the selected inhibitors of PKC and PKA cascades or the corresponding VEH before the DEX application (100 nM) during the phase-delaying part of the PRC and compared the resulting shifts of the PER2-bioluminescence rhythms (Fig. 3B). Pretreatment with PKC inhibitor chelerythrine (Chel; 10 µM) had no effect on the magnitude of the DEX-induced phase shifts.
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(P = 0.9581), whereas the PKA inhibitor H89 (10 µM) slightly reduced these shifts (P = 0.0211). Importantly, inhibition of a downstream kinase, MEK, by U0126 (25 µM) exhibited a highly significant reduction of the DEX-induced shifts (P = 0.0001). None of these inhibitors effective in blocking DEX-induced shifts induced phase shifts of the CP clock when applied on its own (Fig. 3C). The results demonstrate that the activation of the PKA-ERK1/2 pathway is partially involved in the effect of DEX on shifting the CP clock.

**DEX affects stability and accumulation rate of PER2 protein in CP**

To assess whether DEX affected the CP clock at the post-translational level, we examined its effects on PER2 protein accumulation and stability using CP organotypic explants of mPer2Luc mice. We treated the explants with translation inhibitor cycloheximide (CHX; 40 µg/mL) to stop de novo translation and then analyzed the dynamics of PER2 protein accumulation (de novo translated PER2 protein) and stability using CP organotypic explants from mPer2Luc mice treated with either DEX or VEH after three days in culture. Vertical dotted lines mark the treatment time. Compared to VEH, DEX application during the PER2 protein rise (left graph) resulted in phase delay, whereas during the PER2 protein decline (right graph) caused a phase advance. Each trace corresponds to one organotypic explant. A full color version of this figure is available at https://doi.org/10.1530/JOE-20-0526.

**Figure 4**
Effect of DEX on the turnover of PER2 protein in the CP explants. (A) The degradation of PER2 was measured using the decrease of bioluminescence following treatment with cycloheximide (CHX; n = 10) or with CHX+DEX (n = 10). One-phase exponential decay curves were fitted. K and half-life were compared using t-test (mean ± s.e.m.), **Phalflife = 0.0048, **PK = 0.0026. (B) Effect of DEX on PER2 protein accumulation in the CP explants. Representative bioluminescence traces of explants treated with CHX (n = 10) or CHX+DEX (n = 10) are shown. The arrows indicate the time of treatment (full arrow) and wash (open arrow). The first bioluminescence peak after wash in CHX and CHX+DEX explants is shown (dashed lines). The comparison of PER2 protein accumulation rate (time necessary to reach the first peak) in CHX/CHX+DEX treated explants is shown (right graph; individual values and mean ± s.e.m.). ****P < 0.0001. (C) Acute responses of the bioluminescence traces to treatment. Representative bioluminescence traces of CP organotypic explants from mPer2Luc mice treated with either DEX or VEH after three days in culture. Vertical dotted lines mark the treatment time. Compared to VEH, DEX application during the PER2 protein rise (left graph) resulted in phase delay, whereas during the PER2 protein decline (right graph) caused a phase advance. Each trace corresponds to one organotypic explant. A full color version of this figure is available at https://doi.org/10.1530/JOE-20-0526.
in dramatic changes in the PER2-driven bioluminescence rhythm depending on its timing in relation to clock phase. Treatment with DEX during the rise of PER2 rhythm increased the rate and prolonged the interval of PER2 accumulation, resulting in a phase delay (Fig. 4C; left graph). Treatment with DEX performed after the PER2 peak accelerated the decrease of PER2 levels, resulting in phase advance of the rhythm (Fig. 4C; right graph).

**Discussion**

Our results provide compelling evidence that GCs play a crucial role in maintaining robustness and synchrony of the 4th ventricle CP clock with the actual activity/rest cycle. In the *in vivo* study, ADX animals lacking endogenous GCs had significantly dampened clock gene rhythmicity in their CP, and exposure of these animals to daily bouts of synthetic GC analog, DEX, reinforced the rhythmicity. The same effects we observed *in vitro* because DEX was able to increase the amplitude of the clock oscillation (strengthened the rhythm) and also efficiently shift the clock depending on the timing of its application. Finally, we found that DEX exhibited multiple effects on the CP clock, acutely inducing expression of *Per1* mRNA and changing PER2 turnover via post-translational mechanisms, and that the PKA-ERK1/2 pathway is involved in modulation of some of the effects. Altogether, these effects are capable to mediate the role of GCs in strengthening and entraining the CP clock.

The presence of a circadian clock in the CP cells *in vivo* has been previously demonstrated (Quintela *et al.* 2015, 2018, Yamaguchi *et al.* 2020). In this study, we further extended the data by providing clock gene expression profiles of both positive and negative arms of the TTF in the CP with a higher temporal resolution than previously published (collecting samples in 4 h instead of 6–7 h intervals as in Quintela *et al.* 2015, Yamaguchi *et al.* 2020), allowing thus to determine their phases more accurately. We also confirmed the previously shown self-autonomous feature of the CP clock (Myung *et al.* 2018) via monitoring bioluminescence rhythms in organotypic explants prepared from *mPer2lac* mice. In our set-up, the mean period of the CP clock was longer (26.39 ± 0.05 h; mean ± s.d.; *n* = 268) compared to previously published data (Myung *et al.* 2018, Yamaguchi *et al.* 2020).

The role of the CP clock in the brain function has not been ascertained, although its control of rhythmic CSF production (Yamaguchi *et al.* 2020) and fine-tuning periods of other clocks in the brain, including the SCN (Myung *et al.* 2018, Yamaguchi *et al.* 2020), have been considered. For any of those functions, the CP clock needs to maintain the proper phase relative to the subject’s activity state. We demonstrate that the CP employs rhythmic GC levels as the powerful signal to align its clock with activity/sleep cycles. The evidence is based on the demonstration that GCs affect the CP clock at multiple levels. We showed that all CP cells harbor GRs and, therefore, GCs may affect all CP cellular clocks simultaneously. The absence of endogenous GCs caused by the removal of adrenal glands dampened the clock gene expression rhythms in the CP, and their supplementation by the synthetic analog DEX restored robustness of the rhythms. A similar approach has been previously used to ascertain the effect of GCs on the clock in neural cells of the extra-SCN brain regions (Amir *et al.* 2004, Lamont *et al.* 2005, Segall *et al.* 2006, Woodruff *et al.* 2016). However, the effect of GCs on the brain non-neuronal cells has not been considered. Importantly, we showed that both ADX alone, as well as ADX with DEX administration, affected the positive (*Bmal1*) and the negative (*Per, Nr1d1*) arms of the TTFL (Takahashi *et al.* 2008). Therefore, the robustness of the clock in CP seems to be conditional to the endogenous rhythm in GC levels. We found that DEX administration *in vivo* acutely induced *Per1* gene expression in the CP, however, repeated DEX injections to ADX rats were not able to reinduce rhythmicity in its expression. This may be due to the slower metabolic turnover of DEX in comparison with that of native GC (Asare 2007), possibly resulting in DEX accumulation over time and continuous activation of *Per1* GRE. DEX administration also shifted the phase of the clock gene expression profiles as compared to the SHAM and ADX groups. The profiles were phase delayed relative to the controls likely because we administered DEX every day at the time of activity onset, that is, when GCs already reached their maximal levels, but under physiological conditions, their levels started to rise well before waking up (Cheifetz 1971).

Importantly, we verified all the effects of DEX on the CP clock we have shown *in vivo* using *in vitro* monitoring of bioluminescence of CP organotypic explants of *mPer2lac* mice. DEX not only increased amplitudes of these rhythms but also produced robust time-dependent phase-resetting of the clock. DEX treatments around the clock produced a typical type 0 PRC (Johnson 1992) with the phase shifts up to 12 h attained around the transition point matching the peak of the PER2-driven bioluminescence (time 12). The PRC shape is very similar to that for DEX in explants of various extra-brain clocks, for example, placenta.
(Češmanová et al. 2019) and liver (Balsalobre et al. 2000). Notably, our results provide the first description of a PRC for a non-neuronal clock in the brain, demonstrating that the CP clock shares some properties with the non-neuronal clocks elsewhere in the body (Balsalobre et al. 2000). Importantly, the effect was specific to GCs because (1) the VEH treatment had only a minor effect, and (2) the GR antagonist mifepristone completely blocked the DEX-induced phase shifts. However, we must admit that the strong effect of 100 nM DEX on the CP clock is not directly pertinent to physiological conditions where lower concentrations of endogenous corticosterone/cortisol fluctuating in pulses may have less robust effect on the CP clock than the sudden spike in the synthetic GR agonist. Nevertheless, the results still provide evidence that the CP clock is sensitive to the GR activation. Our data clearly show that the GCs may serve as a relevant signal resetting the CP clock in order to keep it in synchrony with the actual arousal state and suggest that therapeutic use of DEX may have unforeseen effects in the CNS.

The mechanism by which GCs entrain the circadian clocks in the body has been extensively studied and their interference with the TTF1 components at various levels was demonstrated (Torra et al. 2000, Yamamoto et al. 2005, Nader et al. 2009, Lamia et al. 2011, Cheon et al. 2013, Murayama et al. 2019). Interestingly, these mechanisms seem to be tissue-dependent (Soták et al. 2016). The most common action of GCs is binding GRE in promoters of various genes inducing their rapid transcription (reviewed in Weikum et al. 2017). We found that the CP cells in vivo respond to DEX immediately by induction of GRE-responsive gene Glucocorticoid-induced leucine zipper (Gilz), which represents GC response shared by many tissues (Srinivasan & Lahiri 2017). The GREs are present in promoters of several clock genes, namely Per1, Per2, and E4bp4 (Yamamoto et al. 2005, So et al. 2009, Cheon et al. 2013), however, in the CP only Per1 was acutely induced by DEX within the analyzed 4 h window. Notably, the acute response of Per1 expression to DEX treatment was lagging Gilz by at least 1 h. One of the reasons for the apparent delay in the dynamics of induction of Per1 expression relative to Gilz might be the fact that the GRE-dependent activation of expression is modulated by additional mechanisms in the Per1 promoter, namely those related to activation of cAMP response element (CRE) (Tischkau et al. 2003). Such dual regulation is common in the circadian clock genes possessing both a CRE and GRE in their promoter (So et al. 2009, Cheon et al. 2013, Doi et al. 2019). Based on this, we cannot exclude the possibility that DEX increased also Per2 mRNA levels, but the induction was delayed to Per1 due to GRE/E-box sequence overlap and necessity for GR-BMAL1 interaction (Cheon et al. 2013). Involvement of CRE in the mechanism of DEX effects on the clock is plausible because previous studies have suggested the possibility of DEX binding on membrane-associated GRs, and subsequent modulation of PKA and PKC downstream signaling cascades (Groeneweg et al. 2012), and the PKA-ERK1/2 pathway is the most obvious target of activation of CRE on the gene promoters (Impney et al. 1998). Although GR-immunoreactivity is rather cytosolic in the CP, it still does not exclude a possibility of interplay between the GR and these signaling molecules. For example, blocking of PKA, MAPK, or PKC kinases suppressed GC-induced enhancement of thorn genesis in hippocampal CA3 region (Yoshiya et al. 2013). Additionally, previously described PKA-, MEK- or possibly ERK-mediated phosphorylation of cytosolic GR facilitating its translocation into nucleus, and/or phosphorylation of the GR co-factors forming the transcription complex to regulate GC-responsive genes, can be involved (reviewed in Adcock et al. 2002). Indeed, using inhibitors of the relevant signaling cascades, we found that phase shifts of the CP clock by DEX were partially dependent on functional PKA-ERK1/2 signaling. Although previous studies linked the effect of DEX with PKC activity (Groeneweg et al. 2012), the PKC inhibitor Chelerythrine had no effect. However, it does not completely exclude the participation of PKC pathway in the DEX effects on the CP clock because Chelerythrine selectivity as PKC inhibitor has been disputed (Davies et al. 2000). In contrast, H89 partially blocked the DEX responses, and the effect was even more pronounced after inhibition of the downstream MEK by U0126, suggesting the involvement of the PKA pathway. Importantly, none of the inhibitors effective in blocking the shifts (H89, U0126) induced significant phase shifts of the CP clock when administered on its own. Therefore, it is unlikely that the inhibitors affected the clock phase independent of DEX signaling. Nevertheless, it needs to be stressed that the conclusion on the involvement of the specific signaling pathways is weakened by limited selectivity of some of the inhibitors (Davies et al. 2000).

Additionally, using CHX-treated CP explants, we showed that DEX treatment changes PER2 protein turnover rate, shortening its half-life following the proteosynthesis inhibition by CHX and accelerating its de novo synthesis after CHX washout. These effects are consistent with the pattern of responses to DEX we observed in vitro that resulted in strong type 0 resetting of the CP clock. They represent a complex response manifested by a rapid
change in PER2 levels followed by a change in the rate of PER2 synthesis that results in resetting of the CP clock (Lee et al. 2007).

Altogether, our results provide new insight into the complex and convergent molecular mechanisms of GC action on the clock in CP. They point at the importance of undisturbed GC rhythm for strengthening and entrainment of the clock in CP which is likely involved in modulation of internal brain environment across the day and night. Additionally, DEX is commonly used as a drug to treat a wide array of serious human diseases with reported side effects. Our results unraveled for the first time the extreme power of DEX treatment to reset the CP clock in dependence on the timing of the drug intake.
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